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Abstract

Introduction. The macroscopic perspective is one of the frameworks for research on problem solving in mathematics education. Coming from this perspective, our study addresses the stages of thought in mathematical problem solving, offering an innovative approach because we apply sequential process analysis and the polar coordinates technique in order to study the sequential relations and global interrelations between the different stages of mathematical problem solving.

Method. This investigation is based on observational methodology, taking for our unit of analysis the set of observable processes in a pair of students solving a mathematical problem. Quality of information is assured (intra- and inter-observer reliability and the Chi-square independence test), thus allowing sequential analysis as well as the polar coordinates technique to be applied.

Results. We present two levels of specificity, the individual subject level and the pair level. We analyze the set of basic statistics; periods of collaborative and parallel work; transition probabilities, significant sequences or chains, transferences of execution and the set of global relations maps between the different stages. From the results, we may describe and analyze the behavior of the subjects and the pair during the problem-solving process, as well as the collaborative work that took place.

Discussion. The study reflects a new approach to investigating interrelationships between the stages of problem solving and collaborative work macroscopically, opening a new path for research in mathematics education. The two levels of specificity provide results that describe individual influences within the joint problem-solving process, and thus clarify in greater depth the interrelations between the subjects and the collaborative work that took place. The study reveals the potential of this type of analysis for studying learning difficulties in mathematical problem solving.
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La resolución de problemas matemáticos a través del análisis secuencial de procesos

Resumen

Introducción. La perspectiva macroscópica es uno de los marcos desde los que se aborda la investigación sobre resolución de problemas en la enseñanza de las matemáticas. Nuestro estudio, dentro de esta perspectiva, se enmarca dentro de los estadios del pensamiento en la resolución de problemas matemáticos, ofreciendo un enfoque innovador porque aplicamos el análisis secuencial de procesos y la técnica de coordenadas polares para estudiar las relaciones secuenciales e interrelaciones globales entre los distintos estadios en la resolución de problemas matemáticos.

Método. Esta investigación se basa en la metodología observacional, adoptando como unidad de análisis el conjunto de procesos observables de una pareja de estudiantes resolviendo un problema matemático. La calidad de la información (fiabilidad intra e interobservador y el test de independencia de la Chi-cuadrado) está garantizada permitiendo aplicar el análisis secuencial así como la técnica de coordenadas polares.

Resultados. Presentamos dos niveles de concreción, uno para cada sujeto y otro para la pareja. Analizamos el conjunto de estadísticas básicas; periodos de trabajo colaborativo y paralelo; probabilidades de transición, secuencias o cadenas significativas, traslaciones de ejecución y el conjunto de mapas de relaciones globales entre los diferentes estadios. Los resultados permiten describir y analizar el comportamiento de los sujetos y la pareja durante el proceso de resolución así como el trabajo colaborativo puesto en juego.

Discusión. El estudio refleja una nueva aproximación para investigar las interrelaciones entre las etapas de resolución de problemas y el trabajo colaborativo macroscópicamente, abriendo un camino de investigación en educación matemática. Los dos niveles de concreción permiten obtener resultados que describen las influencias individuales en el proceso de resolución conjunto, concretando con mayor profundidad en las interrelaciones surgidas entre los sujetos y el trabajo colaborativo puesto en juego. El estudio muestra el potencial de este análisis para el estudio de las dificultades en el aprendizaje de la resolución de problemas matemáticos.

Palabras Clave. Estadios en resolución de problemas matemáticos, traslación de ejecución, análisis secuencial, coordenadas polares.
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Introduction

Mathematical problem solving is a traditional research topic in Mathematics Education, and has been developed especially over the last three decades. An extensive, heterogeneous body of knowledge has been generated, with methodological orientation and diverse analyses (Castro, 2008; Kilpatrick, 1992; Törner, Reiss, & Schoenfeld, 2007). Today, the possibilities offered by digital technology are opening new lines of research on how human-machine interaction, interactive system design or the design of learning-objects relate to mathematical problem solving (Codina, Cañadas & Castro, 2010; Dix, Finlay, Abowd, & Beale, 2004; Mgombelo & Buteau, 2010).

While it is true that research on mathematical problem solving has different orientations, these constitute basically two approaches with different views: problem solving as a activity typical to mathematics or as an educational task that is important for teaching and learning processes. Research may be grouped into two large blocks: (a) research focusing on how to teach problem solving, and (b) research focused on the study of how we think when we solve problems (Castro, 2008). Within the latter, we find studies on the different stages or phases of thought followed by a single problem solver or problem-solving group when solving mathematical problems. Our study belongs to this category. Prior research on these stages in found in the work of Artzt and Armour-Thomas (1990, 1992), Erbas and Okur (2012), Goos, Galbraith, and Renshaw (2002), Lee and Hollebrands (2006), Lester (1985), Poincaré (1908), Pólya (1945), Schoenfeld (1985), Villegas, Castro and Gutiérrez (2009), Yerushalmy (2000) and Yimer and Ellerton (2006, 2010). Before proceeding, since the notion of stage or phase can take on different meanings, we would clarify that we have chosen the term stage, in the sense of episode as described by Schoenfeld (1985): “a period of time during which an individual or a problem-solving group is engaged in one large task … or a closely related body of tasks in the service of the same goal” (p. 292).

The studies mentioned above, which form the background for this research, characterize the stages of mathematical problem solving, establishing connections between them and between their components. The present study seeks to offer a different, novel orientation, consisting of describing the problem-solving process and how its stages interrelate. In order to do this, we begin with observational methodology, obtaining sequential data of the occurrence and passage from one stage to another when a pair of problem solvers solve a mathematical
problem. Next we apply sequential process analysis and the polar coordinates technique to the data (Anguera & Losada, 1999; Bakeman & Gottman, 1989; Bakeman & Quera, 1996, 2011b; Gorospe & Anguera, 2000, Sackett, 1980, Sharpe & Kiperwas, 2003; Yoder & Symons, 2010), for the purpose of obtaining information about concurrence between stages, and any patterns or sequences of stages, frequencies or probabilities of transition, as well as the overall interrelationships between the stages.

Stages in mathematical problem solving

Research on the stages of scientific and mathematical problem solving may be said to have begun with the work of Poincaré (1908) and Dewey (1916). These authors, from a mathematical-psychological viewpoint, and taking into consideration ideal problem solvers, characterize the different stages of thought when mathematical problems are being solved. Decades later, Pólya (1945) takes more of a teaching and educational orientation, considering that the problem-solving process implies that the problem solver must overcome several obstacles on the way toward solving the problem, and that in order to do so, he or she must put different cognitive processes to work. Although Pólya only considers metacognitive processes implicitly, he highlighted the importance of heuristic thought and of mathematical reasoning in the processes of mathematical problem solving. The Pólya model consists of four stages which the problem solver must pass through successively: (a) understanding the problem, (b) conceiving a plan, (c) executing the plan, and (d) examining the solution. The influence of Pólya’s work is evident in multiple studies. Among these are the framework for assessing problem solving in PISA-2012 (Organisation for Economic Co-operation and Development [OECD], 2010, 2014), the curriculum documents from different countries (Ministerio de Educación y Ciencia [MEC], 2006, 2007a, 2007b; National Council of Teachers of Mathematics [NCTM], 2000), and diverse investigations (Artz & Armour-Thomas, 1990, 1992; Lee & Hollebrands, 2006; Schoenfeld, 1985, Yerushalmy, 2000; Yimer & Ellerton, 2010).

Schoenfeld (1985), under the influence of Pólya’s work, analyzes how decision making (cognition) and measurements of control and self-control (metacognition) are put to work during mathematical problem solving. From a macroscopic perspective, he presents a model of the following stages in mathematical problem solving: (a) reading, (b) analysis, (c) exploration, (d) planning, (e) implementation, and (f) verification. Schoenfeld, taking the problem-solving process of students working individually as his unit of analysis, observes that the pas-
sage from one stage to another and the relationships between stages are not linear, mainly due to metacognitive processes that come into play along with the cognitive processes. This defines a clear difference with respect to the ideas presented by Pólya.

Later, Artz and Armour-Thomas (1990, 1992), taking up Schoenfeld’s work again, focus on cognitive and metacognitive processes exercised at each stage. The model proposed by Artz and Armour-Thomas distinguishes cognitive and metacognitive processes at each stage, and unlike Schoenfeld, considers the behavior of pairs of students during problem solving as their unit of analysis. This unit of analysis prompts the appearance of a stage typical of pair work: the stage of observation and listening. They also decide to classify the actions aimed at understanding the problem as a stage. Thus, the model by Artz and Armour-Thomas is made up of the following stages: (a) reading, (b) understanding, (c) analysis, (d) exploration, (e) planning, (f) implementation, (g) verifying and (h) observation and listening. Moreover, the work by Artz and Armour-Thomas suggests that students who are successful in problem solving demonstrate a continuous back and forth between cognitive and metacognitive processes, and between the different stages, whether in the processes that are internal to each stage or in inter-stage processes, this back-and-forth movement being more frequent in processes that successfully solve the problem.

Yerushalmy (2000), based on the Schoenfeld model, focuses her attention especially on the implementation stage and how the use of resources during the problem-solving process creates new ways of interacting between the different stages. Like Artz and Armour-Thomas (1992), she adopts as her unit of analysis pairs of students solving algebra problems, from a functional approach, and using digital technology. Yerushalmy detects back-and-forth movement between small periods in the planning stage, with a strong presence of metacognitive processes, many of which are motivated by the inclusion of digital technology, and between long periods in the implementation stage. The author suggests that these back-and-forth movements need to be studied in greater depth, in order to better understand how strategies and planning are developed, or evolve, in mathematical problem solving. Motivated by this suggestion, Lee and Hollebrands (2006) study the problem solving processes presented in the format of a small computer program that contains a specially designed java applet. For this purpose, they assign problems to primary students and adjust the indicators of each stage, adding a new one: organization. Lee and Hollebrands consider a six-stage model: (a) analysis, (b) planning, (c) implementation, (d) assessment, (e) verification and (f) organization. These
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authors observe that in students who more frequently manage to solve the problems, the stage sequence “implementation->assessment->implementation” is also more frequent. However, the less successful students presented fewer control processes after periods of time in the implementation stage. Moreover, they note that use of the applets generally takes place in the implementation stage and is practically not used in the stages of analysis and planning.

Yimer and Ellerton (2006, 2010) develop a five-stage model: (a) engagement, (b) transformation-formulation, (c) implementation, (d) evaluation and (e) internalization, in order to describe the variety of transitions during problem solving processes. The authors confirm Schoenfeld’s observations, observing how the transitions between the five stages are not linear or unidirectional. Yimer and Ellerton add that these transitions usually involve a period of re-reading that acts as “a catalyst for metacognitive decisions to take place either in the form of choosing a path or choosing other metacognitive actions within the specific cognitive phase in which problem solvers are engaged.” (p. 251) Kursat and Okur (2012) reach similar conclusions, adding that, in order for problem solvers to be successful, they must know when and how to use strategies in each episode, knowing the metacognitive skills and transitions that must be put to use.

Prior studies use different models of problem solving stages and different units of observation (individual subjects or pairs). One element common to all is use of the think-aloud technique (Ericsson & Simon, 1980, 1993) for recording the problem-solving process. This method has allowed researchers to analyze the verbalizations and actions that problem solvers explicitly carry out, as well as those that can be inferred from their talk, thereby greatly increasing the number of processes that may be observed, compared to actions produced in silence (Villegas et al., 2009). The think-aloud technique is not unique to research on problem solving. For example, Armengol (2007) uses it to describe stages in the process of learning to write. It has also been used in studies of self-control and self-regulation in pairs of problem solvers (Goos et al., 2002) and representation pattern analysis in solving optimization problems (Villegas et al., 2009). It seems reasonable then to consider the use of this technique for recording the problem-solving process.
Sequential analysis and polar coordinates

The research presented above confirms the effort and progress of researchers in Mathematics Education in identifying and characterizing the different stages of problem solving, the passage from one to another, their intra- and inter-relationships and analysis of their cognitive and metacognitive components. Although the research mentioned above shows progress in our understanding of problem-solving processes, the authors concur in pointing to the need for further inquiry into the stages and process of mathematical problem solving. Taking this need on ourselves, we proposed the use of observational methodology (Anguera, 1990, 2003; Riba, 1993) in order to obtain probabilities of causality, concurrence, patterns and inter-relationships between the processes under observation – in our case, the stages of mathematical problem solving. One advantage of using this methodological approach is that it offers the possibility to complement qualitative and quantitative treatments (Anguera, 2010; Riba, 1993), representing a distinguishing element with regard to former studies. We submit the problem-solving process to observation, using the think-aloud technique (Ericsson & Simon, 1980, 1993), and to a certain method of recording, with the support of a codification system or system of categories comprising the different stages in problem-solving, described further on. This system allows sequential data to be obtained, to which observational procedures may be applied for a quantitative treatment of the observation. Some of the most notable quantitative observational procedures are those related to sequential process analysis (Bakeman & Gottman, 1989; Bakeman & Quera, 1996, 2011b; Sharpe & Koperwas, 2003; Yoder & Simmons, 2010). This type of analysis allows us to move away from the descriptive and exploratory models that have been used traditionally in research on mathematical problem solving, and to consider: (a) the study of concurrences and sequential patterns/relations between the different stages and at different lags [lag 0 indicates concurrence, lag 1 indicates following, lag -1 indicates preceding, etc.] through conditioned probabilities, transition frequencies and z scores (adjusted normalized residuals) with a significance level of α<.05; (b) exploration of the global interrelationships between stages using the polar coordinates technique (Sackett, 1980) in its genuine retroactivity variant (Anguera & Losada, 1999; Gorospe & Anguera, 2000). According to these authors, polar coordinates make it possible to objectively measure how much each category (in our case, each stage of the problem-solving process) encourages or hinders the other categories (stages). Application of this technique is an innovative element in the study of interrelationships between the stages of mathematical problem solving.
In the scientific literature, sequential process analysis has been used in psychological studies. For example, Symons, Hoch, Dahl and McComas (2003) use it to study the relationship between self-destructive behavior and communicative behavior in persons. García (1993) uses sequential process analysis to study the relationship between cognitive and communicative development in autistic children, in both cases the unit of analysis are the individual subjects. However, other studies use sequential process analysis when focusing on social interaction. Thus, Gimeno, Anguera, Berzosa and Ramírez (2006) use it to study communication style relationships in families with teenage children. The use of sequential analysis made it possible to obtain sequence patterns between self-destructive behavior and the communicative behavior that encouraged it, the existence of symmetrical interactions between the family and the adolescent child, and that the communication style is a function of the adolescent’s gender.

While sequential analysis, and especially the polar coordinates technique, are relatively recent, and have emerged from psychology, its potential for obtaining patterns and relationships between observables has not gone unnoticed by other scientific disciplines. It is especially interesting to apply this when inquiring into social interaction processes, as is seen in studies from the sphere of Physical Education and Sports. For example, Castellano (2000) and Perea (2008) analyze relationships between the behavior of football players on a team and game actions; Gorospe and Anguera (2000), Gorospe, Hernández, Anguera, and Martínez (2005) focus on tennis; Cayero (2008) on volleyball. Recently, studies from educational research have begun to use sequential process analysis. Kapur (2011) uses it to obtain patterns of interaction within a group of students that work collaboratively on problem solving in physics, over chat; and Liao, Chen, Cheng and Chan (2012) use it for studying learning behaviors in interaction, as exercised by groups of students in game-based learning environments. The potential of sequential analysis goes beyond studies that involve subjects. For example, Jiménez and Perales (2000) use it to discover underlying didactic patterns or scripts in written texts and illustrations from physics and chemistry text books in secondary education.

As we have seen above, application of the polar coordinates technique, in its genuine retrospection variant (Anguera & Losada, 1999; Gorospe & Anguera, 2000), is an innovative element in studies on the interrelationships between stages in mathematical problem solving. This technique allows us to analyze global interrelationships that either stimulate or inhibit observation categories, in this case, the different stages of problem solving.
Suppose that we have an exhaustive, mutually exclusive system of stages (categories), made up of stages \{A, B, C, D, E\}. This technique would consist of fixing a Stage E, and considering: (a) the forward-looking perspective, examining \( z \) scores in the number of positive lags, taking E as criterion stage, or given stage, and the rest \( (A \ B \ C \ D) \) as target stages; and (b) the retrospective perspective, analogous, but now considering negative lags (Figure 1).

\( Z \) scores are obtained by using a standardized residual, proposed by Haberman (1979, cited in Bakeman & Quera, 2011a):

\[
Z_{ij} = \frac{(X_{ij} - M_{ij})}{\sqrt{M_{ij} \times (1 - \frac{X_{ij}}{X_{+j}}) \times (1 - \frac{X_{ij}}{X_{i+})}}}
\]

Where

- \( X_{ij} \) = observed frequency for the cell \( ij \), which indicates the number of transition occurrences between stage \( i \) and stage \( j \) in the lag being considered. For example, given the sequence ABCAB, for lag+1 (following); \( X_{11}=0; X_{12}=2 \) or \( X_{13}=0 \) taking rows and columns (A, B, C).
- \( X_{+j} \) and \( X_{j+} \) observed frequencies by columns and rows.
- \( X_{++} \) total observed frequency.
- \( M_{ij} = \frac{X_{i+} \times X_{+j}}{X_{++}} \) is the expected frequency for cell \( ij \).
Beginning, then, with $z$ scores on the respective lags, we calculate the values of the statistic $Z_{sum} = \frac{\sum z}{\sqrt{n}}$, where $n$ is the number lags considered (Sackett, 1980). According to this author, the $Z_{sum}$ statistic is a powerful data reducer able to provide much information on the relationships between the stages. The genuine retrospectivity variant introduces calculation of the statistic for positive lags (from +1 to +5) in the forward-looking perspective [$Z_{sumX}$] and negative lags (from -1 to -5) in the retrospective perspective [$Z_{sumY}$]. Anguera and Losada (1999) and Gorospe and Anguera (2000) consider the pair ($Z_{sumX}$, $Z_{sumY}$) to be coordinates that allow vectors to be defined originating from the coordinate center (0,0). The representation of such vectors in a coordinate system provides a map of inter-stage relations, either inhibiting or stimulating. Given that $z$ scores are used, the relationships will be significant when the vector modules are greater than 1.96, while the angle with respect to the origin gives us the nature of the relationship (stimulating or inhibiting). We summarize the interpretation of the quadrants of polar coordinates in Figure 2.
Objective and hypothesis

In this study we pose two hypotheses in relation to solving mathematical problems in pairs. On one hand, we hypothesize the existence of patterns and causality relations between the different stages in mathematical problem solving, in other words, the existence of sequential relations between stages. On the other hand, it will be possible to specify how each stage either encourages or inhibits the other stages in the mathematical problem solving process, in other words, the existence of global interrelationships between stages. Therefore, our objective is:

The study of sequential relationships and global interrelationships between the different stages in mathematical problem solving.

Method

Participants

Given the innovative, descriptive nature of this study, we analyze the problem-solving process of a pair of students who are solving a mathematical problem. In this case, we use an
optimization problem of distance calculation (Camacho & González, 1998). The pair of students were university students from the Mathematics degree program, both female, ages 22 and 23. The choice of subjects (A1 and A2) is intentional, from the students who volunteered for the experience. The main reasons for choosing these students is that they were accustomed to working in pairs and to collaborative work, to using digital technology, to solving mathematical problems and accustomed to reasoning, explaining and discussing their problem-solving process aloud.

Procedure

The physical space where the subjects worked was a seminar room with elements and technical equipment distributed as shown in Figure 3, i.e., two videocameras, an audio recorder, a 32-inch television, a laptop computer showing the problem to be solved, and a projector. One of the cameras was filming the subjects and was connected to the television. The other camera targeted the images that were projected from the laptop computer via the projector. The television made it possible for an observer to view the subjects’ actions close up, while at the same time being hidden from the subjects’ field of vision. The recorder was placed close to the pair, capturing even faint verbalizations, in order to minimize information loss.

![Figure 3. Work space and technical equipment](image-url)
The subjects were allowed 30 minutes to solve the problem. They could use the computer and sheets of paper to solve it, and we invited them to use the think-aloud technique. The infrastructure was designed so as to obtain two video recordings, one audio recording and two written logs in situ, one from the observer and another from the pair.

The video recordings were synchronized and superposed using the CromaKey technique and Studio 9.0 video editing software (Avid Technology, 2005). We then obtained two new audiovisual recordings, one with the subjects as the main image and another with the actions-reactions carried out on the laptop as a secondary image. We transcribed the audio using Subtitle Workshop 2.51 (free software, Gluskin, 2004). Occasionally, for intervals with poor audio quality, we used the audio recording. Finally, we synchronized the transcription to the videos by using VirtualDub 1.9.11 (free software, Lee, 2010) and the subtitler.vdf filter (Figure 4). The process we used minimizes a bias from information loss, whether visual or auditory, and provides two registers that capture the subjects’ performance while solving the problem.

Figure 4. Superposed videos with audio transcription as subtitles
Mathematical problem assigned

The mathematical problem assigned was an optimization problem [Figure 5] integrated into a web design as an i-Activity: “activities in a web format whose objective is to facilitate development of the activity itself and subsequent learning, through computer-student interactivity” (Codina, Cañadas & Castro, 2011, p. 159). The i-Activity consists of a set of 6 pages hyperlinked to instructions, warnings, suggestions and small applets with which the pair may interact. These are designed to guide and facilitate passage from one stage to another and through the problem-solving process in general. The choice of this type of problem, as presented in Figure 5, was motivated by the following: (a) these problems are naturally present in human activity in a large variety of applications and daily situations, thus facilitating activation of previous experience and intuition in the problem solvers (Malaspina, 2007); (b) different possible representations and modeling can be made, opening up a variety of methods, strategies and connections (Villegas et al., 2009); (c) technological advances, especially the development of educational software, facilitate their treatment and solution in the classroom (Camacho & González, 1998; Forbes, 2001; Scher, 1999; Verderber, 1992) and; (d) they are studied in school mathematics (González & Sierra, 2004; Malaspina, 2011; MEC, 2006, 2007a, 2007b; NCTM, 2000).

Points A and F are the vertices of a room with the following dimensions. AB=4m., BC=3m., and BE=2m. An ant is at point A, located on side BA. What path should the fly follow if it wishes to arrive at point F by the shortest path?

![Figure 5. Problem statement of the i-Activity](image)

Instrument

In order to collect contextualized, comprehensive and objective data from the processes related to the stages of mathematical problem solving, we elaborated an *ad hoc* observation
instrument using a mixed system that combines the field format and category systems (Bakeman & Gottman, 1989). Beginning with a germinal system based on the work by Pólya (1945), Schoenfeld (1985) and Artzt and Armour-Thomas (1990, 1992), we elaborated an initial observation instrument, which was subjected to readjustment and modification based on unsystematic observations from three prior pilot experiences. These readjustments took into account details related to the influence of interactivity with the i-Activity and other details related to pair work. Finally, the observation instrument contained eight comprehensive, mutually exclusive stages (only one stage can be assigned to each observed process); these constitute the categories used for codifying the information:

(a) Reading (Rdg): The subject reads the problem statement and internalizes the conditions and objective of the problem.

(b) Analysis (Ana): In Analysis, the subject makes an attempt to “fully understand a problem, to select an appropriate perspective and reformulate the problem in those terms, and to introduce for consideration whatever principles or mechanisms might be appropriate” (Schoenfeld, 1985, p. 298). The subject “considers domain-specific knowledge that is relevant to the problem” (Artz & Armour-Thomas, 1992, p.172).

(c) Exploration (Exp): The subject uses strategies, understood as procedures or rules that allow him or her to address questions, making use of relationships and concepts from a conceptual structure (Rico, 1997). Ideally, the subject does not have a structured action procedure, and needs to exercise greater control over his or her progress through local and global assessment. In a sense, this is a review of the problem structure in search of relevant information that may be incorporated in an analysis-plan-execution sequence.

(b) Planning (Pla): The subject selects the steps and strategies that may potentially lead to a solution of the problem.

(e) Implementation (Imp): The subject executes actions that were previously structured in Planning.
(f) Verification (Ver): The subject carries out an assessment or local control during the problem-solving process, as well as when performing a global assessment of the solution. This stage, therefore, may cut across the former stages.

(g) Observation and listening (Obs): The subject seems to be listening to and observing his or her partner’s work. This stage may occur more often in students who work in groups.

(h) Conversation (Con): The subject holds conversation with his/her partner, apparently unrelated to the problem-solving process, or perhaps makes some comment to the teacher-observer.

Since we consider a stage as “a period of time during which an individual or a problem-solving group is engaged in one large task … or a closely related body of tasks in the service of the same goal” (Schoenfeld, 1985, p. 292), the observation instrument allows us to record the occurrence or non-occurrence of the different stages in a single flow of sequential behavior. Using Atlas-ti 6.0 software (Muhr, 2010), we obtained a set of sequential data (codes) with times, transformed later into a specific software format for GSEQ 5.1.07 sequential analysis (Bakeman & Quera, 2011a). This transformed flow describes the problem-solving process as a function of the occurrence, duration and transitions between the different stages, through codes, in such a way that we may implement statistical analyses available in the GSEQ software.

Reliability and validity

The resulting data flow is continuous, showing intra-session constancy (no exceptional circumstances interrupted the activity during the session). There is no bias from non-observable data, the only bias is technological, and does not exceed 5% of the total observation time, as recommended (Anguera, 1990; Hernández, 1996). The stages are activated by transitions and are only logged at the instant when a transition between occurrences takes place (Bakeman & Gottman, 1989).

Given that session recordings are available, we used the consensus technique in order to ensure intra-observer reliability, reaching an agreement between observers before recording.
the data (Anguera, 1990; 2003). As for inter-observer reliability, we compared the codification of 15% of the total session, selected at random and coded by consensus among three observers, with another observer’s codification of the same period. Following the recommendation from Bakeman and Quera (2011b), we obtained Kappa indices per time unit with a tolerance of ±2 seconds and per event alignment with a tolerance of 5 and overlap of 80%, the maximum Kappa and the percentage of agreement. Table 1 shows the values obtained, which, according to Landis and Koch (1977, taken from Bakeman & Quera, 2011b), are excellent.

**Table 1. Inter-observer reliability**

<table>
<thead>
<tr>
<th>Tolerance ±2sec</th>
<th>Tolerance 5, 80% overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Per time unit</td>
<td>Maximum Kappa Agreement</td>
</tr>
<tr>
<td></td>
<td>.84-.86</td>
</tr>
</tbody>
</table>

In order to confirm whether there were associations of some kind between the stages, at the different lags, we apply the Chi-square test at a significance level of p<.01. The results show the existence of associations, except perhaps for lag 5 & -5 (Table 2).

**Table 2. Chi-square per lag**

<table>
<thead>
<tr>
<th>Lags</th>
<th>$\chi^2$</th>
<th>df</th>
</tr>
</thead>
<tbody>
<tr>
<td>lag -5</td>
<td>47.27</td>
<td>49%</td>
</tr>
<tr>
<td>lag -4</td>
<td>82.63</td>
<td>49*</td>
</tr>
<tr>
<td>lag -3</td>
<td>81.56</td>
<td>49*</td>
</tr>
<tr>
<td>lag -2</td>
<td>138.43</td>
<td>49*</td>
</tr>
<tr>
<td>lag -1</td>
<td>88.83</td>
<td>41*</td>
</tr>
<tr>
<td>lag 1</td>
<td>88.83</td>
<td>41*</td>
</tr>
<tr>
<td>lag 2</td>
<td>138.43</td>
<td>49*</td>
</tr>
<tr>
<td>lag 3</td>
<td>81.56</td>
<td>49*</td>
</tr>
<tr>
<td>lag 4</td>
<td>82.63</td>
<td>49*</td>
</tr>
<tr>
<td>lag 5</td>
<td>47.27</td>
<td>49%</td>
</tr>
</tbody>
</table>

* $p<.01$
**Design and data analyses**

We proposed a data analysis design with two levels of specificity: (a) for each subject (A1, A2), and (b) for the pair (P). For each level, we obtained:

1) a set of basic descriptive statistics for each stage: frequency, duration, simple probability, and average duration (Table 3).

<table>
<thead>
<tr>
<th>Stage</th>
<th>Frequency</th>
<th>Duration</th>
<th>Probability</th>
<th>Mean Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A1</td>
<td>A2</td>
<td>P</td>
<td>A1</td>
</tr>
<tr>
<td>Rdg</td>
<td>19</td>
<td>13</td>
<td>32</td>
<td>204</td>
</tr>
<tr>
<td>Ana</td>
<td>13</td>
<td>17</td>
<td>30</td>
<td>96</td>
</tr>
<tr>
<td>Exp</td>
<td>18</td>
<td>7</td>
<td>25</td>
<td>215</td>
</tr>
<tr>
<td>Pla</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>Imp</td>
<td>7</td>
<td>10</td>
<td>17</td>
<td>189</td>
</tr>
<tr>
<td>Ver</td>
<td>24</td>
<td>21</td>
<td>45</td>
<td>177</td>
</tr>
<tr>
<td>Con</td>
<td>18</td>
<td>7</td>
<td>25</td>
<td>46</td>
</tr>
<tr>
<td>Obs</td>
<td>52</td>
<td>55</td>
<td>107</td>
<td>207</td>
</tr>
</tbody>
</table>

2) Periods of parallel work, that is, time intervals \( (t_n, t_m) \) with \( m > n \), where the two students’ action is coded in different stages of the problem solving criterion; and collaborative work, or time intervals \( (t_n, t_m) \) with \( m > n \), where students’ action is coded in the same stage of problem solving (Table 4). In other words, during collaborative work, both subjects were focusing their attention on problem-solving aspects that fall into the same stage; while in parallel work, their attention was focused on aspects that are not necessarily complementary, in different stages of the problem-solving process. This study offers information about the periods of parallel and collaborative work that enables a description of how the pair jointly approached solving the problem.
Table 4. Co-occurrences between stages in A1 and A2

<table>
<thead>
<tr>
<th></th>
<th>A2Rdg</th>
<th>A2Ana</th>
<th>A2Exp</th>
<th>A2Pla</th>
<th>A2Imp</th>
<th>A2Ver</th>
<th>A2Con</th>
<th>A2Obs</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1Rdg</td>
<td>11</td>
<td>149</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A1Ana</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>5I</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>A1Exp</td>
<td>5</td>
<td>15</td>
<td>3</td>
<td>7</td>
<td>7</td>
<td>22</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A1Pla</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A1Imp</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>75</td>
</tr>
<tr>
<td>A1Ver</td>
<td>1</td>
<td>2</td>
<td>7</td>
<td>42</td>
<td>2</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A1Con</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A1Obs</td>
<td>3</td>
<td>8</td>
<td>9</td>
<td>47</td>
<td>4</td>
<td>22</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>23</td>
<td>178</td>
<td>28</td>
<td>157</td>
<td>14</td>
<td>58</td>
<td>0</td>
<td>0</td>
<td>13</td>
</tr>
</tbody>
</table>

Note: fr=frequency; T=time measured in seconds. In italics, frequency and time in collaborative work.

3) Graphs of probabilities of between-stage transitions, which report the likelihood of one stage being followed successively by another (we only show probabilities greater than .2), and the set of significant diadic and triadic chains at a level of α < .05. Given that there are insufficient data for using conditioned probabilities, we use tables of p-values obtained with the PSEQ permutations analysis software (Bakeman, Robinson & Quera, 1996). The chains, at the level of α <.05, are formed by considering significant relationships in the same direction (stimulating or inhibiting) at each lag, and taking into account that: (a) the transitive property is not fulfilled, and (b) they end when there is a double, triple, etc. bifurcation, or there are two lags with no significant relationships (max-lag) (Figure 6).
Figure 6. Graphs of transitions and significant chains between stages
4- Maps of global interrelationships between stages. We applied the polar coordinates technique on z scores for lags -5 to 5 and α<.05 (Figure 7a, 7b, 7c).

(Figure 7a). Graph of polar coordinates, Reading, Analysis and Exploration stages

As an example, let us look at how to interpret one of these maps. The relationship map with exploration as criterion behavior for the pair (Figure 7a) informs us that there is a stimulating relationship between the exploration and conversation stages, and self-stimulation of the exploration category in both directions, forward-looking and retrospective. This means
that, beyond chance occurrence, there are periods in the pair where exploration is a close forerunner of conversation, and vice versa. It also means that exploration periods precede later occurrences of exploration. Similar reasoning follows for the three inhibiting relationships obtained in both directions, namely, between exploration and observation and listening; between exploration and implementation; and between exploration and analysis.

Figure 7b. Graph of polar coordinates, Planning, Implementation and Verification stages
5) Transferences of execution: those situations where at least one partner’s immediately preceding stage is seen and recorded in the other partner’s stage immediately following, at a given period. The existence of such relationships stems from self-stimulations and self-inhibitions that appear in the polar coordinates analysis. This type of study is an innovative element of inquiry in the field of mathematical problem solving in pairs (Table 5).

Three types of execution transferences have been defined for the two subjects (A and B):

a) Continuity transference in A’s execution: if in a period of time \((t_a, t_m)\) subject B is in stage X, then in the period immediately following, subject A is in stage X. At this point, B may either remain in stage X or not, possibly continuing to a different stage Y.

b) Continuity transference in B’s execution: the same as above, exchanging B for A and A for B.
c) Mutual transference of execution: in a period of time \((t_n, t_m)\), subject A is in stage X and B is in stage Y, then in the period immediately following, A is in stage Y and B is in stage X (stages are switched).

### Table 5. Transferences of Execution between A1 and A2

<table>
<thead>
<tr>
<th>Type</th>
<th>A1</th>
<th>A2</th>
<th>NextA1(^a)</th>
<th>NextA2(^b)</th>
<th>Freq</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mutual</td>
<td>Ana</td>
<td>Obs</td>
<td>Ana</td>
<td>Obs</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Obs</td>
<td>Exp</td>
<td>Exp</td>
<td>Obs</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Obs</td>
<td>Ver</td>
<td>Ver</td>
<td>Obs</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Obs</td>
<td>Con</td>
<td>Con</td>
<td>Obs</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>A1-&gt;A2</td>
<td>Exp</td>
<td>Obs</td>
<td>Obs</td>
<td>Obs</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Con</td>
<td>Obs</td>
<td>Obs</td>
<td>Obs</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Obs</td>
<td>Ver</td>
<td>Ver</td>
<td>Obs</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ver</td>
<td>Obs</td>
<td>Obs</td>
<td>Obs</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rdg</td>
<td>Obs</td>
<td>Obs</td>
<td>Obs</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Imp</td>
<td>Obs</td>
<td>Obs</td>
<td>Obs</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Obs</td>
<td>Ana</td>
<td>Ana</td>
<td>Ana</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Obs</td>
<td>Imp</td>
<td>Imp</td>
<td>Imp</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rdg</td>
<td>Ana</td>
<td>Ana</td>
<td>Ana</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp</td>
<td>Con</td>
<td>Con</td>
<td>Con</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ana</td>
<td>Obs</td>
<td>Obs</td>
<td>Obs</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ana</td>
<td>Rdg</td>
<td>Rdg</td>
<td>Rdg</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp</td>
<td>Ana</td>
<td>Ana</td>
<td>Ana</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Obs</td>
<td>Exp</td>
<td>Exp</td>
<td>Exp</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Obs</td>
<td>Rdg</td>
<td>Rdg</td>
<td>Rdg</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Obs</td>
<td>Con</td>
<td>Con</td>
<td>Con</td>
<td>1</td>
<td>36</td>
</tr>
<tr>
<td>A2 Does not maintain</td>
<td>Exp</td>
<td>Con</td>
<td>Con</td>
<td>Obs</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Imp</td>
<td>Obs</td>
<td>Obs</td>
<td>Con</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ver</td>
<td>Obs</td>
<td>Obs</td>
<td>Con</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ana</td>
<td>Obs</td>
<td>Obs</td>
<td>Ver</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Imp</td>
<td>Obs</td>
<td>Obs</td>
<td>Ver</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ver</td>
<td>Obs</td>
<td>Obs</td>
<td>Imp</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Obs</td>
<td>Imp</td>
<td>Imp</td>
<td>Ver</td>
<td>1</td>
<td>7</td>
</tr>
</tbody>
</table>
The pair made up of subjects A1 and A2 is able to solve the problem. The total time invested is 1147 seconds (19 minutes and 17 seconds). A total of 282 time periods or events are recorded for the pair. Of these, 152 correspond to A1 and 130 to A2. The stage of Observation and Listening is strongly present during the problem-solving process, with a frequency of 107 events, total duration of 669s, mean duration of 6.03s and probability of .3. Of these 107 events, 52 correspond to A1 and 55 to A2, while the total duration of Observation and Listening for A2 is twice the total duration for A1 (462 x and 207 x respectively). This suggests that A1 took the leading role in solving the problem. This inference is reinforced by the fact that: (a) for the exploration stage, A1 has double the event frequency and total duration of A2 (18 vs. 7 events; 215s vs. 58s respectively); (b) A1 has more reading processes than A2 (19 vs. 13 events; 204s vs. 178s respectively); (c) A1, though she performs fewer processes of implementation than A2 (7 vs. 10 events), her total time duration in this stage is double that of A2 (182s vs. 82s); (d) only A1 presents an event in the category of Planning, with a duration of 13 s, and (e) A2 does more analysis processes than A1 (17 vs. 13 events; 157s vs. 96s respectively). Finally, while logic suggests to us a priori that the verification stage ought to
have been more frequent and with greater duration in A2, the fact that it remains roughly equivalent in the two partners reveals the pair’s intent to create and maintain a context of joint problem solving (Roschelle & Teasley, 1995), where both students continually monitor the problem-solving process.

As for concurrences between stages (Table 4), the results show that the students worked collaboratively about 40% of the total time (462s out of 1147s), representing 35% of the total recorded events (79 of 229 events). Of the 462s, 149s correspond to the Reading stage, which is to be expected, especially at the beginning of the problem-solving process; both students invest time reading and understanding the problem statement. Similar reasoning explains the 91s that belong to the Observation and Listening stage, given that when there is any interaction with an i-Activity applet, both students usually observe the computer screen. As for the remaining stages, we would note that during 51s, A1 and A2 are simultaneously in the analysis stage, corresponding respectively to 53% and 32% of the total time in this stage (96s and 157s respectively). During this period, the students try to analyze and choose a perspective that would allow them to successfully go about solving the problem. Likewise, during 75s both students simultaneously perform their own processes within the Implementation stage, corresponding to 40% for A1 and 92% for A2 of the total time in the stage (189s and 82s respectively). Notice that A2 carries on implementation tasks independently only 8% of the time. As for the exploration stage, the students had difficulty in choosing common viewpoints from which to explore the problem, or, each one simply carried out independent explorations. Proof of this is seen in the 22s when A1 and A2 are simultaneously in the exploration stage, representing only 10% of A1’s total exploration time (215s) while representing 40% for A2 (58s). Finally, the two partners simultaneously carry out verification tasks during 37% of the total time in this stage (66s out of 177s and 184s).

We now turn our attention to the passage between the different stages, for which we created transition graphs, and graphs of significant diadic and triadic stage transitions (Figure 6). With the transition graphs, whether for subjects or for the pair, the Observation and Listening stage is strongly related to the other stages, with probabilities even approaching .8. Figure 6 also shows how the only probabilities that exceed .2 in either direction are produced between the stages of Verification and Observation and Listening. This suggests that the students, once they have performed some local assessment, observe their partner’s reaction, and vice versa, observation produces the appearance of local assessments. In fact, the diadic tran-
sition Obs→Ver is significant at both levels (by subject and in the pair). On the other hand, the probabilities of transition between the categories Conversation and Exploration, along with the significant diadic changes Con→Exp for A1, and Con→Obs for subject A2, again suggest that during the Exploration stage, the pair did not coordinate, or they did not carry out collaborative work.

Elsewhere, probabilities greater than .2 between the Implementation and Verification stages at both levels, and the triadic chain Imp→Obs→Ver, significant for the pair and for A2, indicate that the pair tried to control and minimize possible calculation errors during the Implementation stage, especially so in subject A2. Finally, the fact that the diadic chain Rdg→Exp is significant for A1 and for the pair, and that in all of A2’s chains we find the category Observation and Listening, reinforces the reality that A1 is the one who took the lead in the problem-solving process, while A2 exercised the role of monitoring.

The analysis of results to this point has taken into account a maximum of two lags. Use of the polar coordinates technique allows us to go further and report on stimulation or inhibition between stages, whether forward-looking or retrospective and regardless of the lag, in other words, from a global view of the process. The relationship maps that are pictured in Figures 7a, 7b and 7c go beyond the study of next events, and therefore, they allow us to relate the subjects’ behaviors further out than the instant or immediately preceding or following. As much as possible, we will try to describe the stimulation relationships on one hand, and the inhibition relations on the other.

Let us begin with stimulation relationships. The Reading stage stimulates the stage of Analysis in A2, both forward and back, while for A1 this relationship does not appear. However, for the pair, Reading and Analysis mutually stimulate each other, both forward and back. In other words, as a pair, after a Reading process, they proceed to analyze the information, and at the same time, when this analysis generates doubts, they return to reading. As a pair, they try to reach full comprehension of the problem, especially driven by A2.

The Exploration and Conversation stages mutually stimulate each other for A1, both forward and back, while for A2 this relationship does not appear. However, again at the pair level, these stages mutually stimulate each other in both directions. In other words, while ex-
exploring the problem, the pair takes little “breaks” that may help build awareness of the problem-solving process. These breaks are promoted by A1 who, as we have seen in previous analyses, is the one leading the problem-solving process. On the other hand, in the pair, exploration is self-stimulating, implying that the two students monitor their progress and look for information that they can incorporate into the problem-solving effort. This fact, in relation to the results shown above, reveals how independent actions involve a coordinated view of actions at the pair level, to a greater or lesser degree, contrary to what might be expected.

The Planning stage stimulates Implementation when looking forward, and inhibits it in the retrospective perspective, only for A1. This is logical, since only A1 establishes a problem-solving plan that is afterward carried out; no stimulation is found in the retrospective sense, as A1 does not show any doubts about her plan.

The Implementation and Verification stages mutually stimulate each other for A2, both forward and back, while for A1 this relationship does not appear. But at the pair level, the Implementation and Verification stages mutually stimulate each other in both directions. In other words, at the pair level, execution of the problem-solving plan is monitored, especially by subject A2. Moreover, the fact that the Implementation stage stimulates Conversation in the retrospective sense for A1, informs us that A1 takes small conversation breaks during execution of the problem-solving process. This in turn explains the self-stimulation relationship of Implementation, for both A2 and for the pair.

Finally, the fact that the Observation and Listening stage self-stimulates in both directions at the pair level is consistent with the functioning of a collaborative, pair-based problem-solving process, because it indicates that both subjects constantly observe their partner’s actions.

As for inhibition relations, the fact that the Reading and Implementation stages are mutually inhibiting at both levels is consistent with a problem-solving process where there is a well-established plan to solve the problem; if there were no such inhibition, it would indicate that there was only a superficial reading of the problem, and that actions were being executed without a pre-established, coherent plan.
The stages of Analysis and Exploration inhibit each other in both directions for A1; this suggests that this subject has reached an understanding of the problem statement that will later allow her to design a problem-solving plan that she feels confident about. For her part, A2 adopts this plan, since at the pair level we also find this inhibition relationship. On the other hand, the existence of mutual inhibition between the Analysis and Implementation stages for A2 and for the pair is consistent with a problem-solving process where there is a structured problem-solving plan prior to implementation. All of this in turn explains the mutual inhibition relations in both directions between the stages Exploration and Observation for A1 and for the pair, and between the stages Exploration and Implementation for A2 and for the pair. Finally, the Implementation stage inhibits the Planning and Conversation stages in the forward-looking direction in A1, showing that this subject feels secure with her plan to solve the problem.

Finally, with regard to transferences of execution (Table 5), results show that all of them involve the Observation and Listening stage, indicating the existence of two-way continuity in the stages involved. In addition, of the 43 transferences of execution for subject A1, A2 maintains her stage in 36 of them. This informs us that there are 36 time periods of collaborative work that are motivated by the action of A2, in which A1 tries to follow or maintain the proposals-suggestions of A2. Worthy of note are 5 occasions that involve the Verification stage (A1 also validates the observations made by A2) and 4 occasions of the Analysis stage (A1 continues the actions begun by A2). With regard to the transferences of A1 toward A2, where A2 does not maintain her category, most of them involve the Observation category.

Inversely, 29 transferences of execution are identified for subject A2. Of these, A1 maintains her stage during 24 periods, that is, 24 more periods of collaborative work are produced. Unlike the inverse transferences described above, in this case, the transferences of A2 toward A1 do not mainly involve the Observation and Listening stage, but most frequently involve the stages of Implementation, Verification or Exploration. This means that A2 collaborates in implementing the problem-solving plan proposed by A1, that A2 needs to explore the problem, unlike A1, and that A2 acts as overseer of the problem-solving process.
Discussion and Conclusions

Research on the stages of mathematical problem solving has traditionally focused on describing the passage between stages or analyzing the components of the different stages. The present study reveals that the use of sequential analysis and the polar coordinates technique makes it possible to describe the passage from one stage to the next, to obtain transition patterns and causality relations between stages, as well as to obtain significant, global interrelationships of stimulation or inhibition between stages, occurring during the process of solving a mathematical problem. Our study confirms our hypotheses, and is original in its method and technique, opening new possibilities for research not only in the stages of problem solving, but in the field of Mathematics Education itself and by extension, in any scholastic activity where there may be sequential causality relationships.

In order to be able to explore the possibilities of sequential analysis, we elaborated an observation instrument that incorporates the Conversation stage as a new element to consider in the study of mathematical problem solving in pairs. As we have stated, this stage enabled us to establish the influence of these small periods of conversation in the problem-solving process of pairs, especially in the stages of exploration and implementation. The conversation stage, for the pair of solvers, acts as a bridge between problem exploration and implementation processes.

Next, we carried out an analysis with different levels of specificity. On one hand, we took the set of actions manifested by both subjects (pair level) as our unit of analysis; on the other, we considered the actions of each subject individually (subject level). These levels of specificity allowed us to obtain results that describe the individuals' influences in the actions of the pair; for example, the existence of the triadic transition Imp→Obs→Ver, found in the pair and in A2, shows that A2 is the one who does the most monitoring and who minimizes the implementation process in the pair. The possibility of establishing different units of analysis implies that, if there are a sufficient number of subjects of observation (pairs), one could consider the generic macro unit of the set of actions manifested by all the subjects. This macro unit would then make possible global results that may be considered to a certain extent subject-independent, opening a new path of interpretation in mathematical problem solving.
By obtaining significant interrelationships of stimulation and inhibition along with diadic and triadic transitions between stages, we described subject and pair behavior during the problem-solving process. The diadic and triadic transitions informed us about certain regularities in the subjects’ manner of proceeding, while the interrelationships of stimulation and inhibition informed us of the nature and intensity of the relationships during the problem-solving process.

In this way, if this analysis procedure were reiterated for a diversity of situations, contexts and mathematical problems, for a subject (or groups of subjects), the teacher or researcher would have the possibility of identifying those aspects or stages of problem solving where certain difficulties appear, and thus have new information available for proposing specific measures for learning mathematical problem solving. Finally, sequential analysis techniques have proven to be powerful tools for describing the collaborative work exercised by the subjects during problem solving. In particular, the study of the subjects’ concurrences between stages enabled us to identify the transferences of execution, and with these, a more in-depth identification of the interrelationships that appear between the subjects during collaborative work.
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